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Abstract

Wind turbine aerodynamics can be broadly classified in the high Reynolds number and low Mach
number regime. A great number of tools have been developed with incompressible and inviscid
flow assumptions and have been successfully used in the wind energy industry. However, as wind
turbine designs become more complicated and more efficient, higher fidelity tools like CFD become
necessary. In this paper, a new open source incompressible RANS solver for wind turbine applications
is introduced. The new solver is implemented within the open source multi-physics CFD suite SU2.
A second order finite volume method is used for the space discretization and Euler implicit and
explicit schemes for the time integration. Two turbulence models - the k−Ω mean shear stress model
(SST) and the Spalart-Allamaras (SA), are available. The Bas-Cakmakcioglu (BC) transition model
to capture natural transition is also available along with the SA turbulence model. A verification and
validation study is carried out on the solver based on a number of standard problems together with
some applications that are important in wind energy industry namely, modeling surface roughness
and vortex generators.
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1 Introduction

Flows around wind turbines generally fall under the high Reynolds number and low Mach number regime.
The high Reynolds number means large regions of the flow will be inviscid except for the boundary layers
and wakes. The low Mach numbers imply that the flow remains incompressible. This combination of
conditions have been exploited to develop a wide variety of numerical tools based on simplified Navier-
Stokes equations like blade element momentum theory, lifting line methods, panel methods, viscous
inviscid interaction methods, among others[1, 2]. However, for more state-of-the-art concepts higher
fidelity tools become necessary. A new open-source CFD tool for the wind energy community is presented
in this paper. We hope to leverage the excellent multi-physics capabilities of SU2[3, 4] and make it
available as an open source tool for the wider wind energy community.

In this paper we present a pressure based incompressible flow solver implemented within SU2 where
equations are discretized on collocated unstructured grids using a second order finite volume method.
The integration in time is carried out using Euler implicit and explicit methods. Two turbulence models,
Spalart-Allamaras (SA)[5] and the Menter Shear Stress Transport (SST)[6], are available for turbulence
modeling. Currently, the SA turbulence model has been extended to treat natural transition by the Bas-
Cakmakcioglu (BC) tranisition model[7] and the Langtry-Menter[8] transition model will be incorporated
as the next step.

One of the main challenges of solving the incompressible flow equations is the pressure-velocity cou-
pling. There is no explicit equation to compute the evolution of the pressure field. For compressible
flow problems, the continuity equation acts as an evolution equation for density which can be used in
conjunction with the energy equation and gas law to obtain the pressure field. However, the continuity
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equation reduces to a divergence condition on the mass flux for incompressible flows and the energy equa-
tion is decoupled. A new equation for the pressure is derived by combining the continuity and momentum
equations (pressure projection method). The SIMPLE-like algorithms are very popular for this type and
is also implemented in the current study.

Momentum interpolation methods to compute the mass flux is used to overcome the checkerboard
pressure fields introduced due to the collocated grids.

The method is validated against standard test cases and then applied to various test cases to analyze
different wind energy applications like vortex generators, surface roughness, flow over turbine blades
among others. The resulting tool will be made available on Github under the SU2 repository (LGPL 2.1
license).

2 Model equations and numerical discretization

The general structure of the governing equations solved in SU2 is of the form[3]

∂tU +∇ · ~F c −∇ · ~F v = Q in Ω, t > 0, (1)

where U is the vector of state variables, ~F c are the convective flux, ~F v are the viscous flux and Q is a
source term. In a pressure based approach, the momentum equations and the pressure correction equation
are solved sequentially.

2.1 Momentum equation

For the momentum equations, the terms in Eq. 1 are

U =

u1

u2

u3

 , ~F ci =

ρuiu1

ρuiu2

ρuiu3

 , ~F vi =

τi1τi2
τi3

 , Q = −~F pi =

∂1P
∂2P
∂3P

 (2)

where ~v = (u1, u2, u3) is the velocity vector, ρ is the density, P is the static pressure and the viscous
stresses are τij = µtot

(
∂jvi + ∂ivj − 2

3δij∇ · ~v
)
. The total viscosity coefficient, µtot is the sum of the

dynamic viscosity µdyn and turbulent viscosity µtur, which is computed via a turbulence model. The SA
and the SST turbulence models are available.

2.1.1 Spatial discretization

The spatial discretization is performed on an edge based dual grid using a finite volume approach[9, 10, 11].
The control volumes are constructed using a median-dual (vertex-based) scheme[12, 3]. Integrating the
Eq. 1 on the domain Ω, ∫

Ω

∂U

∂t
dΩ +R(U) = −F pi , (3)

where F p = |Ω|∇P and R(U) is the residual vector consisting of the discretized convective and viscous
fluxes, F̃ c and F̃ v.

The convective fluxes are discretized using a standard upwind scheme and second order accuracy is
achieved via reconstruction of variables on the cell faces by a MUSCL scheme. The viscous discretization
requires the evaluation of the gradients at the faces of control volumes. The gradients at cell centers i
and j can be computed using either the Green-Gauss or the least squares theorem.

2.1.2 Time integration

Following the approach outlined in [3] the solution update ∆Uni = Un+1
i −Uni of an element i for implicit

time stepping is (
|Ω|
∆tni

δij +
∂Ri(U

n)

∂Uj

)
∆Uj = −R(Un)− F pi , (4)

where n indicates the current time level. A local time stepping scheme is used to accelerate the convergence
as each cell advances at a suitable local time step.
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2.2 Continuity equation

The continuity equation in discrete form is simply the mass conservation equation i.e.∑
f

ṁf = 0, (5)

where f is a face between any two nodes i and j. On collocated grids the velocity at the face f is not
available directly and must be interpolated using the node velocities. Using a linear interpolation to find
this face velocity leads to the checkerboard problem in pressure and momentum interpolation techniques
are used[13]. This can also be interpreted as adding a third order derivative of pressure to stabilize the
oscillations in the pressure field.

2.2.1 Momentum interpolation of velocities

Starting from the discretized form of Eq. 4 and denoting the matrix

(
|Ω|
∆t δij + ∂Ri

∂Uj

)
by the matrix Aij ,

Aij∆Uj = −R(Uni )− F pi . (6)

The velocity at any node i at time level n+ 1 can be written as

Ui = Uni + ∆Ui = Uni −
1

diag(Aij)

(
R(Un) + N ij∆Uj + F pi

)
. (7)

where N ij consists of the off-diagonal terms of the jacobian matrix Aij . Hypothetically we can write the
new face velocity, Uf , as

Uf = Unf + ∆Uf = Unf −
1

diag(Aij)

(
R(Un) + N ij∆Uj + F pf

)
. (8)

Let B = diag(Aij)
−1
(
R(Un) + N ij∆Uj

)
and Bf = (λiBi + λjBj). λi and λj are the weighting factors

for the interpolation. Since the solution from momentum equations do not yet satisfy the continuity
constraint the velocities will be denoted by U∗. Thus the velocity at a face f after the momentum
equation is

U∗f =
(
λiU

∗
i + λjU

∗
j

)
− |Ω|f
diag(A)f

∇Pf +

(
λi

|Ω|i
diag(A)i

∇Pi + λj
|Ω|j

diag(A)j
∇Pj

)
. (9)

The estimated face velocity can now be written as

U∗f = U∗f −
|Ω|

diag(A)

(
∇Pf −∇Pf

)
, (10)

where |Ω|
diag(A) and U∗f are linearly interpolated using λi and λj .

2.2.2 Pressure Correction equation

Let the velocity corrections be defined as U ′, pressure corrections as P ′. Similar to the velocity estimate
at a face, the velocity correction relation can be written as,

U ′f = U ′f −
|Ω|

diag(A)

(
∇P ′f −∇P ′f

)
. (11)

Expressing the continuity equation in terms of velocity estimate and corrections,∑
f

ṁf =
∑
f

(ṁ∗f + ṁ′f ) = 0, (12)
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where ṁ∗f and ṁ′f are the estimate and correction of the mass flux respectively.
From Eqs. 10, 11 and discrete continuity equation,

∑
f

ρ
(
U ′f −

|Ω|
diag(A)

(
∇P ′f −∇P ′f

))
· ~nf = −

∑
f

ṁ∗f , (13)

The terms under the overbar depend directly on the neighbors and are neglected (this is the SIMPLE
assumption). Thus, we have an equation for the pressure correction as,

−
∑
f

ρ
|Ω|

diag(A)

(
∇P ′f

)
· ~nf = −

∑
f

ṁ∗f . (14)

The term
∑
f ṁ
∗
f is calculated using the estimated velocities U∗f in Eq. 10 and is treated as a source

term. Eq 14 is a Poisson type equation for pressure correction which has to be solved sequentially with
the momentum equations. Finally, the pressure and velocities at node i are corrected as

Pi = Pni + αpP
′, (15)

Ui = Uni +Di∇P ′i (16)

2.3 SIMPLE family of algorithms

The solution process described above is commonly known as the SIMPLE[14] algorithm. Many derivatives
like SIMPLEC, PISO[9, 15, 16, 17] are also available. The basic SIMPLE algorithm for collocated grids
is described below

1. Set the solution at n as the initial guess.

2. Solve the momentum equations, Eq. 4, to find the estimated velocity U∗.

3. Find the mass flux, m∗f , at the faces using the velocities from Eq. 10.

4. Assemble pressure correction equation based on the mass fluxes and the momentum equation.

5. Solve the pressure correction equation, Eq. 14, to find the pressure and velocity corrections based
on Eqs. 15 and 16.

6. Set the updated solutions as the solutions at time n + 1 and solve other scalar equations (e.g.
turbulence).

2.4 Turbulence modeling

SU2 currently supports two RANS models, namely, the Spalart-Allamaras (SA)[5] and the Mean Shear
Stress Transport (SST)[6] as mentioned above. The turbulence equations are solved in a segregated
manner. Currently, the algebraic Bas-Cakmakcioglu (BC) transition model[7] is available with the SA
turbulence model. The governing equations are omitted for the sake of brevity and can be found in [3, 4].

3 Results

3.1 Laminar flow: Channel flow with analytical solution

To verify the order of accuracy of the solver, a fully developed laminar channel flow with Re = 400 is
chosen. Under the fully developed flow assumptions, the velocity profile can be computed as

u(y) = −dP
dx

1

2µ
(h2 − y2). (17)

Three different mesh resolutions are chosen and the numerical results are compared to the analytical
solution (Fig. 1, left). The error in the numerical solution is computed for the three meshes and the
order of accuracy can be seen to be second order (Fig. 1, right), as expected.
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Figure 1: Channel flow. Comparison of numerical solutions and analytical result (left), L2 norm of the
error (right)

3.2 Laminar flow over a flat plate compared with Blasius solution

The results from the laminar flow over a flat plate (Re = 4.0e5) is compared to the Blasius solution
[18] at different locations (Figs. 2c, 2d). A uniform inflow is prescribed and a small inflow region
with a symmetry boundary is used before the flat plate begins (Fig. 2a). Skin friction shows excellent

(a) Domain of flat plate

 0

 0.005

 0.01

 0.015

 0.02

 0.025

 0  0.1  0.2  0.3  0.4  0.5

C
f

x

Skin friction, Re = 4e5

Blasius
SU2PB
SU2DB

(b) Skin friction on flat plate.
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(c) u at x = 0.35
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Figure 2: Comparison of numerical velocity to Blasius solution.

agreement for both cases (Fig. 2b). The results for the stream-wise component (Fig. 2c) of the velocity
shows excellent agreement between the numerical and Blasius solutions for both the density-based and
pressure-based methods. The comparison for the normal velocity component (Fig. 2d) is not as good
but it can be seen that the pressure-based method does better than the density based method.

3.3 Turbulent flow over NACA0012 airfoil

Fully turbulent flow over NACA0012 airfoil employing the SA turbulent model is compared with the
experimental data[19] at a Re number of 6.0e6 on a grid with approximately 14000 elements. The
pressure-based method matches the experimental data very closely at all angles of attack and also captures
the maximum lift angle.
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Figure 3: Turbulent flow over NACA0012 airfoil. A comparison of the numerical solution with the
experimental data for lift to drag ratio (left) and lift coefficient for various angle of attacks (right).

3.4 Vortex generators

The aim of this work is to use CFD simulations to develop an empirical model to account for the effect of
vortex generators (VG) in an integral boundary layer (IBL) method like RFOIL[2]. To this end, a number
of CFD simulations were run on flat plates and airfoils with and without VGs. The vortices created by
the VGs enhances the mixing in the boundary layer which help keep the boundary layer remain attached
for longer. To model this effect in an IBL method, the VG is assumed to create two distinct regions of
different velocities which mix downstream of the VG. This mixing layer can be clearly seen from the CFD
results (Fig. 4). To define the mixing layer, two characteristic velocities Ul and Uh are defined as follows
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Figure 4: Comparison of velocity profiles with and without VG at various locations (around VG, left,
and downstream of VG, right).

Ul =

∫ hV G

0
(ρu)udy∫ hV G

0
(ρu)dy

, Uh =

∫ δ
hV G

(ρu)udy∫ δ
hV G

(ρu)dy
, (18)

where hV G is the height of the VG and δ, the boundary layer thickness. In a plane mixing layer, the
scaled velocity profile is typically self similar[20]. Using the scaling relations defined in [20] and the
characteristic velocities defined in Eqs. 18 the scaled velocities can be seen to be self similar (Fig. 5).
However, unlike plane mixing layers where the flow can extend unhindered in the transverse direction,
downstream of a VG the wall stops the development of the mixing layer after a certain distance (Fig. 5,
right). Traditionally, the mean velocity profile over the whole boundary layer is represented by a sum of
two functions[20, 21]

U

uτ
= fw

(
y

δv

)
+

Π

κ
w
(y
δ

)
. (19)

The term fw

(
y
δv

)
represents the law of the wall which is defined based on wall units. U is the mean

velocity, uτ =
√

τw
ρ is the friction velocity. The second function is typically called the law of the wake
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Figure 5: Scaled velocity and the cross stream distance (around VG, left, and downstream of VG, right).

which depends on y/δ which is assumed to be universal. The parameter Π is called the wake strength
parameter and is flow dependent. This function can now be modified based on results from the mixing
layer to account for the presence of the VG.

3.5 Surface roughness model

Erosion of wind turbine blades can lead performance losses. Quantifying the effect of surface roughness
is very important and in this study, we use roughness correction on the SA turbulence model[22] and
compare numerical results with other numerical[23] and experimental data[24]. The roughness is assumed
to be distributed over a specified region and is characterized using an ”equivalent sand grain roughness
height (kS)”. The viscous sublayer ([20], also described in Section 3.4) behaves differently on a rough
wall compared to a smooth one[18]. This difference is manifested in the law of the wall (represented

by the term fw

(
y
δv

)
in Eq. 19) which can be accounted for in CFD simulations by using a modified

boundary condition described in [22]. It should be noted that this modification is only for the turbulent
flow region and the transition model is not modified and thus the laminar to turbulent transition process
is unaffected. To more accurately capture the effect of roughness, the transition prediction model should
also be updated[23].
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